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#### Abstract

Methyl disulfide, $\mathrm{CH}_{3} \mathrm{SCH}$ is known to exhibit a strong absorption in the $190-210 \mathrm{~nm}$ region leading to photofragmentation to $\mathrm{CH}_{3} \mathrm{~S}$ and $\mathrm{CH}_{3}$. The role of conical intersections of two states of the same symmetry in this photodissociation process $\mathrm{CH}_{3} \mathrm{SCH}_{3}\left(\mathrm{X}^{1} \mathrm{~A}_{1}\right) \rightarrow \mathrm{CH}_{3} \mathrm{SCH}_{3}\left(1,2^{1} \mathrm{~A}^{\prime \prime}\right) \rightarrow \mathrm{CH}_{3}\left(\mathrm{X}^{2} \mathrm{~A}^{\prime}\right)+\mathrm{CH}_{3} \mathrm{~S}\left(\mathrm{X}^{2} \mathrm{E}\right)$ is considered. Points on a surface of conical intersections of the $1,2^{1} \mathrm{~A}^{\prime \prime}$ states in the vicinity of the Franck-Condon region of the $\mathrm{X}^{1} \mathrm{~A}_{1}$ state, accessible with $190-210 \mathrm{~nm}$ photons, are determined using configuration interaction wave functions comprised of over 1.2 million configuration state functions. These conical intersections provide an efficient path for the $2^{1} \mathrm{~A}^{\prime \prime}$ state to photodissociate to ground state fragments.


## I. Introduction

Recently there has been considerable interest in the ultraviolet photodissociation of polyatomic systems. This interest is motivated in part by the importance of photochemical processes to the chemistry of the upper atmosphere. At ultraviolet wavelengths an excited electronic state may be produced that can decay only nonadiabatically to the observed ground state fragments. The efficiency of such a process depends on the location and character of the region of close approach of the potential energy surfaces. The facility of the nonadiabatic process increases as the separation of the surfaces decreases with a conical intersection providing for maximum efficiency. In this situation, where a single adiabatic state is excited, nonadiabatic effects will be reflected only in the dynamics of the initially prepared wavepacket. However nonadiabatic interactions can also influence a photodissociation process through their effect on the superposition of electronic states initially prepared. This will be particularly evident when the region of electronic nonadiabaticity occurs in the FranckCondon region of the absorption, and absorption to one of the electronic states is only allowed vibronically, that is, it is symmetry forbidden electronically.

Dimethylsulfide $\mathrm{CH}_{3} \mathrm{SCH}_{3}$, the doubly methylated analog of dihydrogen sulfide, is potentially interesting in this regard. This molecule has been the object of recent experimental work owing to its significant role in atmospheric sulfur pollution. ${ }^{1,2}$ It shows a strong absorption band in the $190-210 \mathrm{~nm}$ wavelength region ${ }^{3,4}$ that results in the breaking of the $\mathrm{C}-\mathrm{S}$ bond. In its ground electronic state dimethyl sulfide has $C_{2 \nu}$ symmetry. ${ }^{1}$ It has two low-lying excited electronic states, the $1^{1} \mathrm{~B}_{1}$ and $1^{1} \mathrm{~A}_{2}$ states, in which an electron from a sulfur lone pair, the $3 b_{1}$ orbital, is excited to a Rydberg-like sulfur 4 s orbital, the $9 \mathrm{a}_{1}$

[^0]orbital, or to a $C-S$ antibonding valence-like orbital, the $6 b_{2}$ orbital, respectively. Only the $\mathrm{X}^{1} \mathrm{~A}_{1} \rightarrow 1^{1} \mathrm{~B}_{1}$ transition is symmetry allowed. However when the molecule breaks $C_{2 v}$ symmetry as in the dissociation to the ground state products $\mathrm{CH}_{3} \mathrm{~S}\left(\mathrm{X}^{2} \mathrm{E}\right)$ and $\mathrm{CH}_{3}\left(\mathrm{X}^{2} \mathrm{~A}_{1}\right)$, the $1^{1} \mathrm{~B}_{1}, 1^{1} \mathrm{~A}_{2}$ states become the $1,2^{1} \mathrm{~A}^{\prime \prime}$ states-assuming for simplicity that a plane of symmetry is preserved-and intensity borrowing is therefore possible. Thus nonadiabatic effects can significantly influence the superposition of electronic states initially prepared.

Conical, or near conical (avoided), intersections may influence the subsequent dynamics of the initially prepared state in this system. Conical intersections of the $1^{1} \mathrm{~B}_{1}$ and $1^{1} \mathrm{~A}_{2}$ states are symmetry allowed for $C_{2 v}$ geometries. However photofragmentation necessarily considers deviations from $C_{2 \nu}$ symmetry. For such nuclear configurations the conical intersections represent intersections of the $1^{1} \mathrm{~A}^{\prime \prime}$ and $2^{1} \mathrm{~A}^{\prime \prime}$ states, two states of the same symmetry. Thus it is essential to be able to characterize "same symmetry" conical intersections. Further to be relevant the conical intersections (i) must be energetically accessible and (ii) should occur in the vicinity of the FranckCondon region of the $\mathrm{X}^{1} \mathrm{~A}_{1}$ state.

As a consequence of the noncrossing rule for two states of the same symmetry two internal coordinates must be varied in order to locate a conical intersection. ${ }^{5}$ However conical intersections determined with only two coordinates varied and the remainder (arbitrarily) fixed may miss important geometrical relaxation effects in the other internal degrees of freedom that would serve to make the conical intersection more energetically accessible. This suggests that a detailed knowledge of the potential energy surfaces in question is required to address the issue of geometric relaxation effects, an unpleasant prospect in the present system with its 21 internal degrees of freedom. However this is, in fact, not the case. Conical intersections can be determined directly, that is without prior determination of the potential energy surfaces in question, using a recently developed algorithm ${ }^{6}$ for which a predetermined-but arbitrary-number of internal coordinates are held fixed and the remainder are optimized to reduce the energy of the points on the surface of conical intersections. ${ }^{6}$ In this way the question

[^1]of geometric relaxation effects can be efficiently addressed in a quantitative manner.

This study considers nonadiabatic effects in the photodissociation of dimethyl sulfide. Photoabsorption, $\mathrm{X}^{1} \mathrm{~A}_{1} \rightarrow 1,2^{1} \mathrm{~A}^{\prime \prime}$, will be considered. It will emerge that for small distortions from $C_{2 \nu}$ symmetry a significant transition moment to the $2^{1} \mathrm{~A}^{\prime \prime}$ state exists. It will then be shown that conical intersections of the $1,2^{1} \mathrm{~A}^{\prime \prime}$ states provide an efficient path for dissociation of the $2^{1} \mathrm{~A}^{\prime \prime}$ state into ground state fragments. This study will complement recent studies of photodissociation of dihydrogen sulfide $\left(\mathrm{H}_{2} \mathrm{~S}\right)^{7,8}$ and methyl mercaptan, $\mathrm{CH}_{3} \mathrm{SH},{ }^{9,10}$ the singly methylated analog of $\mathrm{H}_{2} \mathrm{~S}$. In a recent study of methyl mercaptan ${ }^{10}$ it was shown that following direct excitation of the $2^{1} \mathrm{~A}^{\prime \prime}$ state ground state photofragments could be efficiently produced through a surface of conical intersections of the $1^{1} \mathrm{~A}^{\prime \prime}$ and $2^{1} \mathrm{~A}^{\prime \prime}$ potential energy surfaces. The $\mathrm{H}_{2} \mathrm{~S}$ studies on the other hand have focussed on $C_{2 \nu}$ conical intersections, ${ }^{11,12}$ and it will emerge that the present study provides potentially interesting insights in that regard.

Section II discusses our theoretical approach, providing a brief overview of our treatment of conical intersections and a description of the state-averaged multiconfiguration selfconsistent field (SA-MCSCF) ${ }^{13-16} /$ configuration interaction $(\mathrm{CI})^{17}$ wave functions used to describe the states in question. Section III presents the results of our calculations, and section IV summarizes and discusses directions for future investigation.

## II. Theoretical Approach

A. Locating Conical Intersections of Two States of the Same Symmetry. A point on the surface of conical intersection of two states of the same symmetry subject to a set of geometric equality constraints of the form $C_{i}(\mathbf{R})=0, i=1, M$ where $\mathbf{R}$ are the nuclear coordinates is determined ${ }^{6}$ from the following Newton-Raphson equations

$$
\begin{align*}
& {\left[\begin{array}{llll}
\mathbf{Q}^{I J}(\mathbf{R}, \xi, \lambda) & \mathbf{g}^{I J}(\mathbf{R}) & \mathbf{h}^{I J}(\mathbf{R}) & \mathbf{k}(\mathbf{R}) \\
\mathbf{g}^{I J}(\mathbf{R})^{\dagger} & 0 & 0 & \mathbf{0} \\
\mathbf{h}^{I J}(\mathbf{R})^{\dagger} & 0 & 0 & \mathbf{0} \\
\mathbf{k}(\mathbf{R})^{\dagger} & \mathbf{0}^{\dagger} & \mathbf{0}^{\dagger} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\delta \mathbf{R} \\
\delta \xi_{1} \\
\delta \xi_{2} \\
\delta \lambda
\end{array}\right]=} \\
& -\left[\begin{array}{c}
g^{I}(\mathbf{R})+\xi_{1} g^{I J}(\mathbf{R})+\xi_{2} \mathbf{h}^{I J}(\mathbf{R})+\sum_{i=1}^{M} \lambda_{i} \mathbf{k}^{i}(\mathbf{R}) \\
\Delta E_{I J}(\mathbf{R}) \\
0 \\
\mathbf{C}(\mathbf{R})
\end{array}\right] \tag{2.1a}
\end{align*}
$$

where $\boldsymbol{\xi}$ and $\lambda$ are Lagrange multipliers, and $\delta \mathbf{R}=\mathbf{R}^{\prime}-\mathbf{R}, \delta \lambda$ $=\lambda^{\prime}-\lambda, \delta \boldsymbol{\xi}=\xi^{\prime}-\boldsymbol{\xi}, \Delta E_{I f}(\mathbf{R}) \equiv E_{r}(\mathbf{R})-E_{f}(\mathbf{R}), g_{\alpha}^{I}(\mathbf{R}) \equiv$ $\partial E_{f}(\mathbf{R}) / \partial R_{\alpha}, g_{\alpha}^{I J}(\mathbf{R}) \equiv \partial \Delta E_{I I}(\mathbf{R}) / \partial R_{\alpha}, k_{\alpha}^{i}(\mathbf{R}) \equiv \partial C_{i}(\mathbf{R}) / \partial R_{\alpha}, h_{\alpha}^{I J}$ $(\mathbf{R}) \equiv \mathbf{c}^{I \dagger}(\mathbf{R}) \partial \mathbf{H}^{e}(\mathbf{R}) / \partial R_{\alpha} \mathbf{c}^{j}(\mathbf{R})$, and $\mathbf{Q}^{j}(\mathbf{R}, \xi, \lambda)$ is a matrix of second derivatives. ${ }^{6}$ Here $\mathbf{H}^{e}(\mathbf{R})$ is the electronic Hamiltonian

[^2]matrix in the nonrelativistic Born-Oppenheimer approximation and the electronic (MCSCF/CI) wave function in the configuration state function (CSF) $[\psi(\mathbf{r} ; \mathbf{R})]$ basis ${ }^{17}$ with energy $E_{f}(\mathbf{R})$ is given by $\psi_{\Lambda}(\mathbf{r} ; \mathbf{R})=\sum_{\alpha} \mathbf{c}_{\alpha}^{I}(\mathbf{R}) \psi_{\alpha}(\mathbf{r} ; \mathbf{R})$. The excellent performance of this algorithm has been documented previously. ${ }^{6,10}$

Equations 2.1 can be motivated as follows. $\mathbf{R}^{\mathbf{c}}$ is sought so that $E_{\Gamma}(\mathbf{R})$ is minimized subject to the constraints $E_{\Gamma}(\mathbf{R})=E_{ク}(\mathbf{R})$ and $\mathbf{C}(\mathbf{R})=\mathbf{0}$. The key is to impose the constraint $E_{l}(\mathbf{R})=$ $E_{f}(\mathbf{R})$ noting that at each step in the Newton-Raphson procedure $\mathbf{c}^{\prime}(\mathbf{R})$ and $\mathbf{c}^{J}(\mathbf{R})$ are eigenvectors. Equations 2.1 are the Newton-Raphson equations corresponding to the Lagrangian function ${ }^{18}$

$$
\begin{equation*}
L_{I J}(\mathbf{R}, \xi, \lambda)=E_{I}(\mathbf{R})+\xi_{1} \Delta E_{I J}(\mathbf{R})+\xi_{2} H_{I J}(\mathbf{R})+\sum_{k=1}^{M} \lambda_{k} C_{k}(\mathbf{R}) \tag{2.2}
\end{equation*}
$$

provided the gradient of $H_{I I}(\mathbf{R})$ is interpreted as a change in $\mathbf{H}^{\mathbf{e}}(\mathbf{R})$ within the subspace spanned by $\boldsymbol{c}^{\boldsymbol{L}}(\mathbf{R})$ and $\boldsymbol{c}^{\boldsymbol{J}}(\mathbf{R})$. This can be understood from two perspectives. Assume for convenience that $M=0$, that is, there are no geometrical constraints.

Consider $\mathbf{R}$ for which eq 2.1 is not satisfied. The $2 \times 2$ matrix $\mathbf{H}(\mathbf{R})$ with matrix elements $\mathbf{H}_{\mathrm{KL}}(\mathbf{R}), \mathrm{K}, \mathrm{L} \in(I, J)$ becomes at $\mathbf{R}+\delta \mathbf{R}$

$$
\begin{equation*}
\mathbf{H}_{l J}(\mathbf{R}+\delta \mathbf{R})=\mathbf{c}^{I \dagger}(\mathbf{R})\left(\mathbf{H}^{e}(\mathbf{R})+\sum \frac{\partial \mathbf{H}^{e}(\mathbf{R})}{\partial R_{\alpha}} \delta R_{\alpha}\right) \mathbf{c}^{j}(\mathbf{R}) \tag{2.3a}
\end{equation*}
$$

$\mathbf{H}(\mathbf{R})$ is diagonal but nondegenerate at $\mathbf{R}$ that is

$$
\mathbf{H}\left(\mathbf{R}^{\mathrm{c}}\right)=\left[\begin{array}{cc}
E_{I}(\mathbf{R})-E_{J}(\boldsymbol{R}) & 0  \tag{2.3b}\\
0 & 0
\end{array}\right]
$$

From eq 2.3a at $\mathbf{R}^{c}=\mathbf{R}+\delta \mathbf{R}, \mathbf{H}\left(\mathbf{R}^{c}\right)$ becomes, to first order

$$
\mathbf{H}\left(\mathbf{R}^{\mathbf{c}}\right)=\left[\begin{array}{cc}
\Delta E_{I J}(\mathbf{R})+\mathbf{g}^{I J \dagger} \cdot \delta \mathbf{R} & \mathbf{h}^{I J \dagger} \cdot \delta \mathbf{R}  \tag{2.3c}\\
\mathbf{h}^{I J \dagger} \cdot \delta \mathbf{R} & 0
\end{array}\right]
$$

Thus eqs $2.1 \mathrm{~b}, \mathrm{c}$ are seen to be the requirement that $\mathbf{H}\left(\mathbf{R}^{c}\right)$ has degenerate eigenvalues, with eigenvectors $\mathbf{c}^{I}$ and $\mathbf{c}^{J}$.

At convergence $\mathbf{H}_{I J}\left(\mathbf{R}^{c}\right)$ is diagonal and degenerate. From eq 2.1a $E_{\Gamma}\left(\mathbf{R}^{c}\right)$ has been minimized, $\mathbf{g}^{l}\left(\mathbf{R}^{c}\right)=\mathbf{0}$, except along directions contained in the two-dimensional subspace spanned by $\mathbf{g}^{I J}\left(\mathbf{R}^{c}\right)$ and $\mathbf{h}^{I J}\left(\mathbf{R}^{c}\right)$. From eq 2.3 c it is these two directions that lift the degeneracy of $\mathbf{H}\left(\mathbf{R}^{\mathrm{c}}\right)$. It is the minimization of $E_{f}\left(\mathbf{R}^{c}\right)$ in the orthogonal complement of the subspace spanned by $\mathbf{g}^{I J}\left(\mathbf{R}^{\mathbf{c}}\right)$ and $\mathbf{h}^{l J}\left(\mathbf{R}^{\mathbf{c}}\right)$ that results in the "geometrical relaxation effects" noted in the Introduction. A discussion of these points from an alternative perspective has been presented by Radazos et al. ${ }^{19}$

Equation 2.1d has its origins in the constraint $\mathbf{C}(\mathbf{R})=\mathbf{0}$ and enables the searching procedure to be restricted to particular regions of nuclear coordinate space. In this work $\mathbf{C}(\mathbf{R})=\mathbf{0}$ will be used to restrict one of the $\mathrm{C}-\mathrm{S}$ bonds to the FranckCondon region of the ground state. The remaining bond distances will be unconstrained in order to consider the possibility of geometrical relaxation effects.

A solution to eq 2.1 will be referred to as a conical intersection although rigorously degenerate states cannot be obtained from a numerical procedure. If required, the existence of a conical intersection can be rigorously established by

[^3]

Figure 1. Labeling of atoms in $\mathrm{CH}_{3} \mathrm{SCH}_{3}$. In $C_{s}$ symmetry $\mathrm{H}^{2}$ and $\mathrm{H}^{3}$ are symmetry equivalent as are $\mathrm{H}^{5}$ and $\mathrm{H}^{6}$.
showing that the geometric or Berry phase criterion ${ }^{5,20}$ is satisfied, that is the wave function changes sign when a closed path around the point in question is traversed. ${ }^{21}$
B. Electronic Structure Treatment. In this study contracted Gaussian basis sets of (8s6p1d), (4s2pld), and (2s1p) quality on sulfur, carbon, and hydrogen, respectively, were used. The sulfur basis is that used in the previously noted study of $\mathrm{CH}_{3} \mathrm{SH},{ }^{10}$ while the carbon and hydrogen bases are standard double- $\zeta$ polarization bases. ${ }^{22}$ All calculations were performed in $C_{s}$ symmetry, see Figure 1. The use of $C_{s}$ symmetry is a computational convenience, also used in previous theoretical studies of $\mathrm{CH}_{3} \mathrm{SH},{ }^{9,10}$ and amounts to the neglect of $\mathrm{CH}_{3}$ internal rotation, expected to have limited effect on the photodissociation process.

The ground state of dimethyl sulfide corresponds to the $C_{2 v}$ electron configuration

$$
\begin{equation*}
\left[1-6 \mathrm{a}_{1}^{2} 1-2 \mathrm{~b}_{1}^{2} 1-4 \mathrm{~b}_{2}^{2} 1 \mathrm{a}_{2}^{2}\right]\left\{7-8 \mathrm{a}_{1} 5 \mathrm{~b}_{2} 3 \mathrm{~b}_{1}\right\}^{8} \tag{2.4}
\end{equation*}
$$

The orbitals in the square brackets, treated as core orbitals in this work, correspond to the carbon 1 s orbitals, the sulfur 1 s , 2 s , and 2 p orbitals, and the $\mathrm{CH} \sigma$-bonding orbitals. The orbitals in the curly brackets correspond to the $\mathrm{CS} \sigma$-bonding orbitals and two sulfur lone-pair orbitals. The excited states in question correspond to excitations from the $3 \mathrm{~b}_{1}$ orbital, the highest occupied molecular orbital, ${ }^{1}$ to the sulfur 4 s Rydberg orbital or the CS antibonding $\sigma$-orbitals, collectively the $9-10 \mathrm{a}_{1}$ and $6 \mathrm{~b}_{2}$ orbitals. Thus in this work an eight electron active space including the $7-10 \mathrm{a}_{1}, 5-6 \mathrm{~b}_{2}$, and $3 \mathrm{~b}_{1}$ orbitals, the $11-16 \mathrm{a}^{\prime}$ and $4 \mathrm{a}^{\prime \prime}$ orbitals in $C_{s}$ symmetry, was employed. A complete active space ${ }^{23-25}$ SA-MCSCF procedure was used to define the molecular orbitals with one ${ }^{1} \mathrm{~A}^{\prime}$ and two ${ }^{1} \mathrm{~A}^{\prime \prime}$ states averaged with weight vector $\mathbf{w}=(1.0,0.45,0.55)$. The CI wave functions were expanded in second order CI (SOCI) ${ }^{26} \mathrm{CSF}$ spaces based on this active space, comprised of 1281714 and 1261092 CSFs in ${ }^{1} \mathrm{~A}^{\prime}$ and ${ }^{1} \mathrm{~A}^{\prime \prime}$ symmetry, respectively. In these expansions the five $a^{\prime}$ and one $a^{\prime \prime}$ molecular orbitals with the highest orbital energies were truncated. These large CSF expansions were employed to provide a reliable description of the electronically excited states and represent the largest CSF space used to date to characterize a section of a surface of conical intersection of two states of the same symmetry.

[^4]Table 1. Points on the Surface of Conical Intersections from SOCI Wave Functions ${ }^{a}$
\(\left.\begin{array}{ccccccc}\hline R\left(\mathrm{C}^{1} \mathrm{~S}\right) \& \begin{array}{c}R\left(\mathrm{C}^{2} \mathrm{~S}\right) <br>

\mathrm{C}^{1} \mathrm{SC}^{2}\end{array} \& E\left(1^{1} \mathrm{~A}^{\prime \prime}\right)\end{array}\right) \Delta E \quad\)| $R\left(\mathrm{C}^{1} \mathrm{H}^{1}\right)$ |
| :--- |
| $R\left(\mathrm{C}^{1} \mathrm{H}^{2}\right)$ | | $R\left(\mathrm{C}^{2} \mathrm{H}^{4}\right)$ |
| :---: |
| $R\left(\mathrm{C}^{2} \mathrm{H}^{5}\right)$ | | $\angle \mathrm{SC}^{1} \mathrm{~S}^{1} \mathrm{H}^{1}$ |
| :---: |

${ }^{a} R\left(\mathrm{C}^{1} \mathrm{~S}\right)$ fixed at indicated value. All other internuclear coordinates optimized using eq 2.1. $R(\mathrm{XX})$ in au, angles in deg. $\Delta E \equiv E\left(2^{1} \mathrm{~A}^{\prime \prime}\right)$ - $E\left(1^{1} \mathrm{~A}^{\prime \prime}\right)$ in $\mathrm{cm}^{-1} . E\left(1^{1} \mathrm{~A}^{\prime \prime}\right)$ in $\mathrm{cm}^{-1}$ relative to $E\left(\tilde{\mathrm{X}}^{1} \mathrm{~A}^{\prime}\right)=$ -476.9055576 au obtained at reference structure $r_{\mathrm{e}}\left(\mathrm{C}^{1} \mathrm{~S}\right)=3.489$, $r_{\mathrm{e}}\left(\mathrm{C}^{2} \mathrm{~S}\right)=3.490, \angle \mathrm{C}^{1} \mathrm{SC}^{2}=105.5, r_{\mathrm{e}}\left(\mathrm{C}^{1} \mathrm{H}^{1}\right)=2.051, r_{\mathrm{e}}\left(\mathrm{C}^{1} \mathrm{H}^{2}\right)=2.047$, $\angle \mathrm{SC}^{1} \mathrm{H}^{1}=104.5, \angle \mathrm{SC}^{1} \mathrm{H}^{2}=112.4, r_{\mathrm{e}}\left(\mathrm{C}^{2} \mathrm{H}^{4}\right)=2.051, r_{\mathrm{e}}\left(\mathrm{C}^{2} \mathrm{H}^{5}\right)=$ $2.047, \angle \mathrm{SC}^{2} \mathrm{H}^{4}=104.5, \angle \mathrm{SC}^{2} \mathrm{H}^{5}=112.4$, using the labeling in Figure 1.


Figure 2. $E\left(\mathrm{X}^{1} \mathrm{~A}^{\prime}\right)$, solid circle, $E\left(1^{1} \mathrm{~A}^{\prime \prime}\right)$, solid square, and $E\left(2^{1} \mathrm{~A}^{\prime \prime}\right)$, open circle, as function of $\delta R\left(\mathrm{C}^{1} \mathrm{~S}\right)$ with remaining geometrical parameters fixed at the SOCI $\tilde{\mathrm{X}}^{1} \mathrm{~A}_{1}$ equilibrium structure indicated in Table 1. $E_{x}=E\left(1^{1} \mathrm{~A}^{\prime \prime}\right)=E\left(2^{1} \mathrm{~A}^{\prime \prime}\right)$, open square-conical intersection points for which $\delta R\left(\mathrm{C}^{1} \mathrm{~S}\right)$ is fixed at the indicated value with the remaining geometrical parameters optimized, using eq 2.1 as described in text. All energies in $\mathrm{cm}^{-1}$ relative to value at $\tilde{\mathrm{X}}^{1} \mathrm{~A}_{1}$ predicted equilibrium structure, $E\left(\tilde{\mathrm{X}}^{1} \mathrm{~A}^{\prime}\right)=-476.9055576$ au, see Table 1. The range of excitation energies ( $190-210 \mathrm{~nm}$ ) available for photoexcitation is given by the vertical arrows.

## III. Results and Discussions

The qualitative aspects of the photodissociation process are provided in Figures 2 and 3. Figure 2 reports potential energy curves as a function $R\left(\mathrm{C}^{1} \mathrm{~S}\right)$. The remaining internuclear distances are fixed at the equilibrium structure of the $\mathrm{X}^{1} \mathrm{~A}_{1}$ state, denoted $r_{\mathrm{e}}(\mathrm{XY})$, obtained from the SOCI treatment noted in section II. The key geometrical parameters for this structure are given in the footnote to Table 1. In Figures 2 and 3 and the discussion that follows it is convenient to define $\delta R(\mathrm{XY})$ $\equiv R(\mathrm{XY})-r_{\mathrm{e}}(\mathrm{XY})$. It is evident from Figure 2 that the ground state energy is not a strong function of $\delta R\left(\mathrm{C}^{1} \mathrm{~S}\right)$ for $-0.1<$ $\delta R\left(\mathrm{C}^{\mathrm{l}} \mathrm{S}\right)<0.1$ so that $r_{\mathrm{e}}(\mathrm{CS})$ is expected to be sensitive to the level of treatment. However a concomitant of this weak $\delta R\left(\mathrm{C}^{1} \mathrm{~S}\right)$ dependence of $E\left(\mathrm{X}^{1} \mathrm{~A}_{1}\right)$ will be a broad FranckCondon region of the ground vibrational state so that a precise value for $r_{\mathrm{e}}(\mathrm{CS})$ is not essential in the present treatment. (The slight asymmetry of the $\mathrm{X}^{1} \mathrm{~A}_{1}$ potential energy curve about $\delta R\left(\mathrm{C}^{\mathrm{l}} \mathrm{S}\right)=0$ reflects the convergence tolerance used in the geometry optimization.)


Figure 3. Transition moments $\mu_{\perp}(j), j=1$, solid square and $j=2$, open circle, as a function of $\delta R\left(C^{1} S\right)$ remaining geometrical parameters fixed at the predicted $\tilde{\mathrm{X}}^{1} \mathrm{~A}_{1}$ equilibrium structure indicated in Table 1.

Figure 3 reports the interstate electronic transition moments, $\mu_{\perp}(j) \equiv\left\langle\Psi\left(1^{1} A^{\prime}\right)\right| \mu_{z}\left|\Psi\left(j^{1} A^{\prime \prime}\right)\right\rangle, j=1,2$, corresponding to the geometries in Figure 2. Note that $\mu_{\perp}(2) \sim 0$ at $\delta R\left(\mathrm{C}^{1} \mathrm{~S}\right)=0$ (actually $\mu_{\perp}(2)=0.001$ due to small deviations of the reference structure from precise $C_{2 \nu}$ symmetry) identifying the $2^{1} \mathrm{~A}^{\prime \prime}$ state as the valence-like $1^{1} \mathrm{~A}_{2}$ state noted in the Introduction. Thus $\mu_{\perp}(2)$ is a valence-valence transition moment in this region. This result also demonstrates that symmetry breaking does not occur for either the ground or the excited state to any significant extent with the current SA-MCSCF/SOCI description. This is an important consideration in this work which seeks to investigate deviations from $C_{2 v}$ geometries. The $1^{1} \mathrm{~A}^{\prime \prime}$ state, for which $\mu_{\perp}(1) \neq 0$, is identified from an analysis of the wave function as the Rydberg-like $1^{1} \mathrm{~B}_{2}$ state at $\delta R\left(\mathrm{C}^{1} \mathrm{~S}\right)=0$ so that $\mu_{\perp}(1)$ is a valence-Rydberg transition moment.

From Figure 2 an avoided crossing of the $1,2^{1} \mathrm{~A}^{\prime \prime}$ states is evident for $\delta R\left(\mathrm{C}^{1} \mathrm{~S}\right) \sim 0.15-0.2$ au, that is for distinctly non $C_{2 \nu}$ geometries. From Figure 3 it is seen that at this avoided crossing the valence-valence transition moment $\mu_{\perp}(2)$ increases, borrowing intensity from the valence-Rydberg transition moment $\mu_{\perp}(1)$. Thus for dimethyl sulfide in which the $\mathrm{C}^{1} \mathrm{SC}^{2}$ asymmetric stretch is excited photoexcitation will produce state density on both the $1^{1} \mathrm{~A}^{\prime \prime}$ and $2^{1} \mathrm{~A}^{\prime \prime}$ potential energy surfaces. However only the $1^{1} \mathrm{~A}^{\prime \prime}$ potential energy surface correlates with ground state products.

To assess the potential impact of conical intersections on the dissociation of the $2^{1} \mathrm{~A}^{\prime \prime}$ state eq 2.1 was used to locate conical intersections with $R\left(\mathrm{C}^{1} \mathrm{~S}\right)=3.33,3.43,3.53$, and $3.63 \mathrm{a}_{0}$, that is $\delta R\left(\mathrm{C}^{1} \mathrm{~S}\right)=-0.16,-0.06,0.04,0.14$ and the remaining geometrical parameters unconstrained. The results are reported in Table 1 , which gives $E\left(1^{1} \mathrm{~A}^{\prime \prime}\right), \Delta E \equiv E\left(2^{1} \mathrm{~A}^{\prime \prime}\right)-E\left(1^{1} \mathrm{~A}^{\prime \prime}\right)$, $R\left(\mathrm{C}^{2} \mathrm{~S}\right), \angle \mathrm{C}^{1} \mathrm{SC}^{2}, R\left(\mathrm{C}^{i} \mathrm{H}^{i}\right),(i=1, j=1,2)$ and $(i=2, j=4,5)$, and $\angle \mathrm{SC}^{i} \mathrm{H}^{j},(i, j)=(1,1)$ and $(2,4)$. The organization of the internal coordinates in this table reflects the intuitive notion that the conical intersection is controlled by the three $\mathrm{C}^{1} \mathrm{SC}^{2}$ internal coordinates with the $\mathrm{CH}_{3}$ groups relaxing in response to the $\mathrm{C}^{1} \mathrm{SC}^{2}$ rearrangement. This interpretation is considered further below. The evaluation of $\mathbf{Q}^{j J}(\mathbf{R}, \xi, \lambda)$ is quite costly for the MCSCF/CI wave functions used in this work. It was expedient therefore to use $\mathbf{Q}^{/ J}(\mathbf{R}, \boldsymbol{\xi}, \lambda)=1$ when solving eq 2.1. ${ }^{6}$ As a consequence the iterative solution of eq 2.1 was halted when the magnitude of the right hand side of eq 2.1a was less than $0.5 \times 10^{-2}$, which tests showed was sufficient to recover the perponderance of the geometric relaxation effects. The remainder of the right hand side of eq 2.1 is however quite well
converged and note in particular that in each case in Table 1 degeneracy, as measured by $\Delta E$, is achieved to $<0.7 \mathrm{~cm}^{-1}$-see eq 2.3 c and associated discussion. This level for degeneracy is routine with the present algorithm. ${ }^{10}$ The conical intersection points are also indicated in Figure 2. For each fixed value of $\delta R\left(\mathrm{C}^{1} \mathrm{~S}\right)$ the conical intersection point is seen to be lower in energy than the otherwise undistorted molecule and accessible with $190-210 \mathrm{~nm}\left(47600-52600 \mathrm{~cm}^{-1}\right)$ photons. Thus this portion of the surface of conical intersection provides an energetically accessible path for the $2^{1} \mathrm{~A}^{\prime \prime}$ state to dissociate to ground state fragments.

At the conical intersection points the $\mathrm{R}\left(\mathrm{C}^{i} \mathrm{H}^{j}\right)$ are little changed from their ground state values $r_{\mathrm{e}}\left(\mathrm{C}^{i} \mathrm{H}\right) \sim 2.05 \mathrm{au}$. The principal difference between the ground state structure and the conical intersection points is the increase in $R\left(\mathrm{C}^{2} \mathrm{~S}\right)$ from $r_{\mathrm{e}}(\mathrm{CS}) \sim$ $3.49 \mathrm{a}_{0}$ to $R\left(\mathrm{C}^{2} \mathrm{~S}\right) \sim 3.7 \mathrm{a}_{0}$ on the surface of conical intersection. The internuclear angles show additional variations. $\angle \mathrm{C}^{1} \mathrm{SC}^{2}$ increases from $105.5^{\circ}$ at the equilibrium geometry of the $\mathrm{X}^{1} \mathrm{~A}_{1}$ state to approximately $112^{\circ}$ on the surface of conical intersection. However as seen from Table 1 the $\angle \mathrm{SC}^{i} \mathrm{H}^{j}$ also change significantly from their $\mathrm{X}^{1} \mathrm{~A}^{\prime}$ equilibrium values, $\angle \mathrm{SC}^{1} \mathrm{H}^{1}=$ $104.2^{\circ}$ and $\angle \mathrm{SC}^{1} \mathrm{H}^{2}=112.7^{\circ}$. Note also that while $\angle \mathrm{C}^{1} \mathrm{SC}^{2}$ changes little along the section of the surface of conical intersection presented in Table $1 \angle \mathrm{SC}^{1} \mathrm{H}^{2}$ exhibits much larger changes. Thus the intuitive notion that changes in the $\mathrm{CH}_{3}$ moiety are subordinate to changes in the CSC moiety appears to be an oversimplification.
It is interesting to compare the conical intersections for $\mathrm{CH}_{3}-$ $\mathrm{SCH}_{3}$ reported here with the previous treatments of methyl mercaptan and dihydrogen sulfide. As noted in the Introduction in methyl mercaptan a surface of conical intersection also exists for the $1,2^{1} \mathrm{~A}^{\prime \prime}$ states. However on that surface of conical intersection $\mathrm{R}(\mathrm{SH})$, the analog of $\mathrm{R}\left(\mathrm{C}^{2} \mathrm{~S}\right)$ here, increases markedly with increases in $R\left(\mathrm{C}^{1} \mathrm{~S}\right) .{ }^{10}$ This does not occur here suggesting that geometrical changes in $\mathrm{C}^{2} \mathrm{H}^{i}, i=4,6$ moiety play a significant role in reaching the surface of conical intersection.

In $\mathrm{H}_{2} \mathrm{~S}$ the possibility of geometrical changes in the methyl group is absent. However the low-lying excited electronic states are similar in origin to those in $\left(\mathrm{CH}_{3}\right)_{2} \mathrm{~S}$ and in each molecule $C_{2 \nu}$ crossing seams are possible. This work has focussed on $C_{s}$ nuclear configurations. However the results at $R\left(\mathrm{C}^{1} \mathrm{~S}\right)=3.63$ au suggest that the $C_{s}$ crossings may connect with (symmetry allowed) crossings for $C_{2 v}$ nuclear configurations. In $\mathrm{H}_{2} \mathrm{~S} \mathrm{C}_{2 v}$ conical intersections are well known. ${ }^{8}$ It will be interesting to determine whether $C_{s}$ conical intersections also exist for this system. Calculations to address this question are currently in progress.

The calculations reported in this section suggest the following model of $\left(\mathrm{CH}_{3}\right)_{2} \mathrm{~S}$ photodissociation involving the $2^{1} \mathrm{~A}^{\prime \prime}$ state. Excitation of the CSC asymmetric stretch permits population to be generated on (a linear combination of the $1^{1} \mathrm{~A}^{\prime \prime}$ state and) the $2^{1} \mathrm{~A}^{\prime \prime}$ state. The $2^{1} \mathrm{~A}^{\prime \prime}$ state can efficiently dissociate to ground state products by accessing a conical intersection of the $1^{1} \mathrm{~A}^{\prime \prime}$ and $2^{1} \mathrm{~A}^{\prime \prime}$ states. This surface of conical intersections is reached exoergically by stretching the CS bond and distortions of the $\mathrm{CH}_{3}$ and CSC bond angles. Inclusion of the conical intersections reported in this work in any model of dimethyl sulfide photodissociation appears essential.

## IV. Summary and Conclusions

The photodissociation process $\mathrm{CH}_{3} \mathrm{SCH}_{3}\left(\mathrm{X}^{1} \mathrm{~A}_{1}\right)+h v \rightarrow \mathrm{CH}_{3}$ $\mathrm{SCH}_{3}\left(1^{1} \mathrm{~A}_{2}, 1^{1} \mathrm{~B}_{2}\right) \rightarrow \mathrm{CH}_{3}\left(\mathrm{X}^{2} \mathrm{~A}^{\prime}\right)+\mathrm{CH}_{3} \mathrm{~S}\left(\mathrm{X}^{2} \mathrm{E}\right)$ is considered using configuration interaction wave functions comprised of over 1.2 million configuration state functions. Photons in the range
$190-210 \mathrm{~nm}$ can produce a superposition of vibrational states on both the $1^{1} \mathrm{~B}_{2}\left(1^{1} \mathrm{~A}^{\prime \prime}\right)$ and $1^{1} \mathrm{~A}_{2}\left(2^{1} \mathrm{~A}^{\prime \prime}\right)$ potential energy surfaces with states on the later surface produced as the result of vibronic coupling of the $1^{1} \mathrm{~A}_{2}$ and $1^{1} \mathrm{~B}_{2}$ states through a CSC asymmetric stretch mode. The strength of the intensity borrowing reflects an avoided crossing of these two states in the Franck-Condon region of the $\mathrm{X}^{1} \mathrm{~A}_{1}$ state. The $2^{1} \mathrm{~A}^{\prime \prime}$ state does not dissociate adiabatically to $\mathrm{CH}_{3}\left(\mathrm{X}^{2} \mathrm{~A}^{\prime}\right)+\mathrm{CH}_{3} \mathrm{~S}\left(\mathrm{X}^{2} \mathrm{E}\right)$. It can dissociate nonadiabatically to these ground state fragments however, and, in this regard, a surface of conical intersections of the $1,2^{1} \mathrm{~A}^{\prime \prime}$ potential energy surfaces, energetically accessible with $190-$ 210 nm photons must be considered. Points on this surface of
conical intersection in the vicinity of the Franck-Condon region of the $\mathrm{X}^{1} \mathrm{~A}_{1}$ state were characterized in this work.

This work has emphasized conical intersections for $C_{s}$ nuclear configurations and observed simultaneous CSC and $\mathrm{CH}_{3}$ distortions. It will be interesting to consider the possibility of $C_{s}$ symmetry conical intersections in $\mathrm{H}_{2} \mathrm{~S}$ for which $\mathrm{CH}_{3}$ distortions are not possible. Calculations in this regard are in progress.
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